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Abstract: Many physical systems exhibit the phenomenon of nonlinear

hysteresis when the amplitude of oscillation exceeds some small limit [3].

It has been shown in [2] that under certain conditions there are periodic

motions of such a system with small forcing which are near the largest

periodic motion of the corresponding unforced system. In this paper,

conditions for the stability of these periodic motions are derived.

INTRODUCTION

Consider the vibrations of a unit mass mounted on a spring which

exhibits nonlinear hysteresis. A large class of such nonlinear hysteretic

behavior can be described in the following manner where, for simplicity of

notation, we assume completely elastic behavior for amplitudes of oscillation

less than or equal to one unit. Let g be an odd increasing differentiable

function on (-~, a) and let f be an odd differentiable function on (-o,o),

increasing on (-1, 1) with f(y) = f(l)sgn(y) for lyl > 1. The restoring

force is then expressed as -f(x) - g(y) where x(t) denotes the position of

the system and y(t) is an auxilliary variable with the property that

y'(t) = x'(t) for all t except for times t such that both x'(t) = 0

and lim ly(t)l > 1. At such times t, let y(t) have a jump discontinuity
t+e
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with y(t) continuous from the right at t and y(t) = -sgn x"(t).

With the value of y varying as described above, the position of the

unforced system with respect to its initial point of equilibrium satisfies

(1) x" + g(x) + f(y) = 0.

Any periodic motion of the system must have an amplitude less than or

equal to unity. Let xo(t) be the solution of (1) which satisfies

xo(O) = 1, yo(O) = 1 and xo (0) = 0.

The solution xo(t) is an even, periodic, odd harmonic function with

amplitude one. (To say xo(t) is odd harmonic means xo(t + T/2) = -Xo(t),

where T denotes the period of xo(t). )

It has been shown in [2] that if we perturb (1) by a small forcing

term sh(t + n), yielding the differential equation

(2) x" + g(x) + f(y) = ch(t + n),

where h is a differentiable, T periodic, odd harmonic function, then

under certain conditions, given any sufficiently small E, we can find a

6 > 0 and an n such that the initial conditions x(O) = 1 + 6, x'(O) = 0,

y(O) = 1 will yield a T periodic, odd harmonic solution to (2).

Let x(t, 6, n, c) denote such a T periodic solution of (2) with

initial conditions x(0, 6, n, e) = 1 + 6, x'(O, 6, n, e) = 0, y(O) = 1.

If the values of 6, n and E are understood, we will simply write x(t)

instead of x(t, 6, n, c).
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When discussing the solution of (2) which has its initial conditions

perturbed from those of x(t) and y(t), we will use z(t) and w(t). We

would like the solution z(t) to (2) with initial conditions

z(O) = 1 + 6 + a, z'(O) = 

to be such that for small a and 8

(3) lim Iz(t) - x(t)l = 0 and lim Iz'(t) - x'(t)| = 0 .
tf03 tow

However, in order to maintain the hysteretic nature of our system,

we want w(O) = 1 when z'(O) = 0 where e is small. If B < 0, this means

that we need to find 0 and 5 such that if z" + g(z) + f(z-6-g) = ch(t+~),

z(o) = 1 + 6 + i, z'(E) = 0 and w(e) = 1, then z(0) = 1 + 6 + a and

z'(0) = a. If B > 0, the differential equation we are working with changes

significantly. In any case there is the possibility that O and E might

not be unique.

These difficulties have prompted the following formulation of the

stability problem. We want a solution z(t) to (2) with initial conditions

z(O) = 1 + 6 + i, z'(O) = 0 and w(O) = 1 to be such that (3) holds for

E and 0 small.

STABILITY OF x(t, 6, n, E)

Lemma 1: Let ¢(t) and f(t) be solutions of

x" + (g'(xo(t)) + f'(xo(t)))x = 0

with 4(O) = 1, ¢'(0) = 0, P(0) = 0, +'(0) = 1. Let D = f(l) + g(l).
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Then 4(t)p'(t) - p'(t)i(t) - 1;

i(t) = -1 x'(t) and p(t) is odd, T periodic and odd harmonic;

p (t) is even andl(t) = Ktp(t) + r(t) where r(t) is even,

T periodic and odd harmonic.

Moreover, we have the following table of functional values.

TABLE 1.

Proof: See [2].

Since x(t) is known to exist under certain conditions with n and

6 determined as functions of e, let us write x(t) = xo(t) + exl(t) + o(c).

Lemma 2: Let E = 1 + g(l)/f(l). Xl(t) is a T periodic, odd harmonic

function such that xl(0) = dd (0) E |/2 (s)h(s + nq)ds and xl(O) = 0,1 d0 2 - s

where no = ri(0).

Proof: See [2]

Theorem: The solution x(t, 6(c), n(e), E) of (2) with x(O) = 1 + 6(c) >

1, x'(0) = 0 and y(O) = 1 is stable if

T/2
e f {40(s) - KT (E + 1)+(s)} h'(s + no)ds < 0

o

and is unstable if it is greater than zero.

Proof of Theorem:

Let t2 be the smallest t > 0 such that z'(t) = 0. Let t
3
be the

smallest t > t such that z'(t) = 0. Consider the transformation

T(O,O) = (t2 - T/2, -z(t2) 1 - 6).
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If we can show that T(O,Q) is near (0,0) when (0,C) is near (0, 0) we

can state that

(t3 - T, z(t3 ) - 1 - 6) = T2(O,C).

If in addition we can show that 4im Tn(O,E) = (0, 0) for (0,E) near

(0, 0), we can conclude that (3) holds. We can show that the hypotheses

of the preceding two statements are true by proving that the eigenvalues

of the linear part of T(O,Q) are both less than one in absolute value.

Also, if one of the eigenvalues exceeds one in absolute value, we will

know that Tn(O,') does not approach (0, 0) and therefore that (3) does not

hold.

We need an expression for the eigenvalues, X
1

and A2, of the linear

part of T. For this purpose we write

t2 - - = ao + alO + a2h + a3eO + a4r s + o(E)O + o(E)C +

higher order terms in O and E.

-z(t2 ) - i - 5 = bo + blO + b2 C + b3 ce + b4 eC + o(E)O + o(e)& +

higher order terms in 0 and E.

We easily see a = bo = 0 by considering 0 = 0 = O. The linear part of

is expressed by the matrix

a 1 + a3 c + o(C) a2 + a4 c + o(EC

bl + b3 e + o(e) b2 + b4 E + o(E)

T

The eigenvalues of this matrix are given by

(4) l{a+a3 +b2+b 4 +((al+a3-b2-b 4)2 + 4(a2+a4 )(b+b3 /2}+o).
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A preliminary calculation shows that a1 = 1, b1 = 0 and lb
2
1 = (1 -2) I < 1.

Using this information, (4) can be written as

12 l+a3E+b2+b4_+ (l+a3 c-b2-b4+ 12(l+a3E-b2-b4E)-l4(a2+a 4C)b3))} + o(E).

1
1 + a3(1-b2) + a2b3 + O(c)

1-b2

A = b2 + b4 (1-b2)-a2b3 + o(e)
2 b2 c

l-b2

For small e, X1 > I 21 and IX21 <1. Hence to show Tn(O, -) +(0, 0), we

must show Al < 1 for small £.

We will now make an extended calculation to determine al, a2, a3,

bl, b2, and b3 so that the critical quantity

(a3 (1-b2) + a2b3)/(1-b2)

may be calculated. The preliminary calculation mentioned above is a simple

case of this calculation.

Let z(t, 0, E, e) be the solution of (2) which satisfies

z(O, 0, E, C) = 1 + 6(e) + E, z'(0, 0, E, e) = 0, w(O) = 1.

Letting t2 be the smallest t > 0 such that x'(t, 0, i, e) = 0, we have

Z" + g(z) + f(z-6-0) = Eh(t+n) for 0 < t < t2.

The quantity t2 is a function of 0, 5, and C. For convenience we let

= -z(t2, 0, t, ) - 6 and 0 = t2 - T/2. In order to find

al, a2, a3, bl, b2 and b3, we need to determine the partial derivatives

of Z and 0 with respect to 5 and O at 0 = 0 = O. First we will find

AG/30. Since z'(t2, 0, ~, e) = 0 and a0/ao = at2/0O, we have
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(5) azt' at a+ a az' az'
+.- 0 and -

Dt . 2 a2 n ao = a-/ at 2

We now need az'/3t2 and Dz'/30 at 5 - 0 - 0.

at = Z(t 2, 0, 0, O ) z"(T/2, 0 0, e) =

-g(-1-6) - f(-1-26) + Eh(T/2 + n) = g(l + 6) + f(1) - £h(n).

Since, by page 27 of [1], 3z/30 satisfies u" + g'(z)u + f'(z-6-E)u = 0

with u(O). = 0 and u'(O) = g(l+6+C) + f(l) - Eh(G+n), we have that at

0 = 0, = z/30 satisfies

u" + g'(x)u + f'(x-6)u = 0, u(O) = 0, u'(O) = g(l+6) + f(l) - Eh(n).

We must now find u'(T/2) since

a30 (t2 , 0, , ) = a' (, 0, 0, ) = u'(T/2).

Using the fact that x(t) = xo(t) + EXl(t) + o(E), we have

u" + {g'(x ) + f'(xo) + exl(g"(xo) + f"(xo)) - 6f"(xo)} u+o(e) = 0.

Recalling %(s) and *(s) from Lemma 1, we write

(6) u(t) = u(O)4(t) + u'(O)4(t)

ft{f(s)*(t) - %(t)*(s)}{CXl(S )(g"(xO (s)) + f"(XO(S))) -

6f"(xo(s))} u(s)ds + o(s).

We may replace 6 by y c in (6) since, by Lemma 2, 6 = Y e + o(e), where

y = x1(0). We may also replace u(s) in the right hand side of (6) by

u'(O)'(s) since u(t) = u'(O)4'(t) + o(l). Using these modifications, we

find u'(T/2) = u'(O)[-l + c T/2 {%(S) - KT (s)}.
o 2

{x1 (s)(g"(x (s)) + f"(xo(s))) - yf"(xo(s))}P(s)ds] + o(c).

Since u'(0) = az'/at2 when = = 0, line (5) yields
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a/ae = -u' (T/2)/u' (O)

which, after considerable computation, leads to

30 ET/2 K
D o f {'(s) -2 '(s)}h(s+n )ds + o(C).

Now we will find 9O/30 at O = 0 = O. Since z'(t
2
, 0, 9, c) = 0 and

30/3a = at 2 I/., we have

(7) 3z' + t 2 + z' = 0 and z' az'
at2 DC - 3 t 2

az/3( satisfies u" + g'(z)u + f'(z-6-()(u-l) = 0 with u(O) = 1,

u'(O) = O. At e = O = ( = O, Z satisfies

(8) u" + g'(xo)u + f'(xo)u = f'(xo ) with u(O) = 1, u'(0) = 0.

We must now find u' (/2) since

a'. (t2, 0, 0, 0) = aZ' 0, 0, 0) - u'(T/2).

KT KU fT/2 T T/2{ ,
u (7) = u(0)4'(i) + u'(0)IP'(i)+ J's)*(7) - *'(T )*(s)}f'(x (s))ds

2 Jft/ 2 (Ks*(s)+r(s))f'(x (s))ds - K |f f'(Xo(S))Xo(s)ds= K(-E)

Thus, we have O, (t ) z ( 0, 0, 0)+o(l)= .K(l-E)+o(l).9 2*, (t2' ' DE 2' t

Since 3z'/3 t2 = g(l+6 ) + f(l)-eh(n) = D + o(l) when 0 = O = 0, line (7) yields

^ A _ <g(1-E) + o(l)2 KT (E -1) + o(l).

ag D + o(l) 2DE

Now we will find a3/30 at e = = O0. Since (t -u(T/2)

in (6), we have

= -u'(o)(T/2) + If2{ ) (s)c) -
30x)o 2

Eax 1 (s) (g" (Xo(s))+f" (X 0 (s)))-Yf" (Xo (s)) }u' (O)I(s)ds+o ()
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which reduces to

f = E/2 '(s)h(s+n )ds + o(c)
0 0

Finally we will find aD/3C at 0 = 5 = O. Since

a9 o1-az),a g (t 2' 0, 0, E) = a9 (t2' 0, 0, 0) + o(1) -u(- )

where u(t) is specified in (8), we have

a = -u(O)T(½) - I/2(6),(-½)-(i)(s)}f,(x (s))ds + o(l)

1 T/2 2
= 1 + - J f'(x (s))x'(s)ds + o(l) = 1 - + o(l).

We can now write an explicit matrix expressing the linear part of the

transformation T(O,E) = (0, 6).

a
1

+ a3e + o0() a 2 + o(1) a[o/a a0/ae

bI+ b + o(E) b2 + o(l) a[lao a9/ag

C T/2 KTt~ KTr- D /2{(s) - '(s) }h(s+no)ds+o(c) 2DE (E-1)+o(1)
2o 2DE

f OT/2 '(s)h(s+n )ds + o(c) 1 2 + o(1)

Using this result we find

(a3 (1-b2) + a2b3 )/(1-b2 ) + /1 2{-'(s) + -(E+l) '(s)}h(s+n )ds

=-1 {T/ (s) - (E+1) (s}}h'(s+n )ds.
D completes the proof of the stability theorem.

This completes the proof of the stability theorem.
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